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In the paper we present the issue of elastic agldstic

Abstract — Nowadays, we observe rapid growth of traffic in shared link. Section 2 of this paper g@ets

multimedia transmissions in the Internet. Multimedia are survey of elastic and inelastic traffic. Sectioml&@scribes
typically carried out using the RTP protocol, whilethe rest of experiments that were made. In Section 4 simulation

Internet traffic is transmitted via the TCP protocol. . .
. . results are presented. Section 5 concludes thisrpap
In the paper the problem of coexistence of elastiand

inelastic traffic is presented. In contrast to othe papers,
which analyze this issue as the problem of TCP-urigndliness . ELASTIC AND INELASTIC TRAFFIC

of the RTP _protOC(_)I, we focus on this coexistenceofm Elastic traffic is not sensitive to delay. Figuvaly
mulimedia point of view. speaking, it can spread in time. This kind of trafs
associated with applications that send their dsiraguT CP
protocol. They are application such as FTP, WWW and
e-mail. They direct to transport protocol a contins set
of data (file, message, e-mail or web page) and the
transmission rate of this data depends on trangpotocol
echanisms and network conditions. Because this
transmission does not have time borders (e.girflesfer

real-time multimedia traffic (voice and video). faifent .. '|12<t one minute as well as 10 seconds) it ch
applications use different transmission protocaolssénd to meet real time conditions

their d?ta. FTP ar:jd v_\;eb traffic are se_nt usmg/TCP Because real time conditions don’'t have to be met,
protocol. Voice and video are sent using RTP UDI3Iastic traffic is invulnerable to delay and jittdt also

p_rotocol suite.  Sending _d|fferent kmd_s _Of d""Fadoesn’t have minimum bandwidth requirements (bghhi
smultgneously can result in one _tran;mssmn rfgavmthroughput is desirable). But it requires correctad

negatlvi eff_ec_:t on the oth_er ofrlle. It is h;]ghly aatel In transmission, which is achieved by reliable tramspo
case of mixing responsive flows such as TCP ar]ﬁirotocol (as TCP). Because of that there is no reed

nonresponsive flows such as RTP or UDP. In thaﬁaﬂd_)e employ quality of service techniques. Default befdrt
RTP/UDP flows tend to suppress TCP flows resuliimg service is enough

disproportional use of bandwidth. TCP senders can b
even throttled down by RTP/UDP traffic as RTP/UDPS
senders do not reduce their transmission speeith@ df
congestion. This problem is especially relevant tlaes
percentage of the RTP/UDP traffic increases. Thiblem
was named TCP-unfriendliness [1] and TCP-FriendijeR
Control [2] was proposed as a solution. ConsidefiagP
flows, it's reasonable to ask all flows (TCP andHRUDP)
to fairly share available bandwidth. But, on theesthand,
reduction of RTP/UDP transmission rate can causé re

tlme_ appllcgtlor:c tp b? no IOS_?_IeDr/UrSiI ﬂtlme. Frone thare generated, so real time conditions must be met.
services point of view, forcing ows toagd to In case when elastic and inelastic traffic is sershared

rate of TCP flows is unrea_sonabk_e. Some authorgemg link, two different kinds of control can result adverse
that balance between elastic and inelastic trafiiould be & s for both kinds of traffic. On the one hamg. is
achieved |n0t ona per-fll<ow basis but Ondthi agged%ﬁ: commonly known, inelastic traffic is not TCP-fridgpénd,
[3], [4]. ASTO Some work were presented showing in some situations, we can observe collapse oftielas
all of real-time traffic is a threat to TCP traffig]. traffic. On the other hand evolution of TCP's costin

window, in some conditions, can lead to unaccepthlgh

This work is supported by Polish Government undem&No. N517  packet loss of RTP flows that compete with TCP fow
012 32/2108 (years 2007-2009). about bandwidth.
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. INTRODUCTION

NTERNET traffic consists of data sent by differen
kinds of applications such as web traffic, FTPficadnd

Inelastic traffic is vulnerable to delay — it cahrize
pread in time. This kind of traffic is associateith
applications, which use RTP protocol. The main ises/
that generate inelastic traffic are VolP, VoD, IPRTaudio-
and videoconference. They direct to transport mato
discrete stream of data (e.g. image from camefarim of
video frames sent every 40 ms) and the rate of
transmission is determined for encoding and consjoas
method of multimedia data. In case of streaming
applications, data should be received in the sateethey



I1l.  SIMULATION EXPERIMENTS

Simulation experiments were run in ns-2 discretenev
driven simulator [6] for typical single-bottlenet&pology

CBR traffic. Number of packets in one burst in tiela to
bit rateB is shown in Tab 2.

(Fig. 1.). TABLE 2: NUMBER OF RTP PACKETS IN ONE BURST
cor Rl R - Bitrate B Size of Bitrate B Size of
SR e o R [Mb/g] burst [Mblg] burst
&7 R TCF [packets) [packets]
B=1Mb/s | 5 B =6 Mb/s 30
B=2Mb/s | 10 B =7 Mb/s 35
S Ry T€F B=3 Mb/s | 15 B =8 Mb/s 40
e B=4 Mb/s | 20 B =9 Mb/s 45
100Mb/s  2Mb/sor 100 MbJs B=5 Mbls | 25 B =10 Mb/s | 50
1lus 10 Mb/s 1lus
5ms
Fig. 1. Network Topology. TABLE 3: PARAMETERS OF TCP AND UDP SIMULATION MODELS
Parameter RTP TCP
Senders, in Fig. 1 represented by symbol S, werBacket size [B] 1000 1000
connected to router R1. Capacity of the link wassd00 _Payload size/MSS [B] 960 960
Mb/s and propagation delay was set to 1 ps. Rewgiire _wnd size [packets] - 20
Fig 1 represented by symbol R were connected teerou Frequency of generation 25 }
R2 with link with the same parameters. Routers i R2 _Of video frames [HZ]

were connected by link with capacity set to 2 Méws10

Mb/s and propagation de|ay set to 5 ms. This loknks a Video transmission took place with the use of RTP

bottleneck of the system. transport protocol. Packet size of RTP packet vests

We were changing queue management method in ingrd$¥)0 B (Tab. 3).

interface of router R1 during experiments (accaydio Between end nodey’" andR™", i =0, 1, ...N, 0<N

Tab. 1). Management method of remaining queuesseis < 10, elastic traffic was sent that was generated=by

to DropTail with buffer size set to 50 packets. application. In experiments we used a built-in RTa#fic
generator. As a transport protocol TCP in SACK iegrs

TABLE 1: QUEUE PARAMETERS OF INGRESS INTERFACEOAR ~ Was used. TCP protocols parameters were presented i

ROUTER Tab. 3.
Parameter Experiment symbol As a part of the work, a number of simulation
DT RED RED&ECN experiments were run, during which we made an aisly
Queue managemenDropTail | RED RED of QoS parameters of elastic and inelastic trafficase of
Queue size inelastic traffic following variables were investigd:
50 50 50
[_packets] e Throughput of RTP flow,
linterm_ - 10 10 «  Packet error rate.
thresh_ - 5 5 In case of elastic traffic we took into considevati
maxthresh_ - 15 15 *  Throughput of TCP flow,
q_weight_ - 0.002 | 0.002 «  Packet error rate.
gentle_ - false false Note that, all of the transmission errors were @cted by
setbit_ - false true error correction mechanism.
Congestion S .
o implicit explicit
notification type IV. RESULTS
Congestion Gaps in sequence ECN bits i o )
notification method| space In the first experiment we were changing the number

of competing TCP flows from tbl = 0 toN = 10. Target

Between nodesBR and REER inelastic traffic was sent Pit rate of CBR source was set ® = 1 Mb/s, and
(video stream) with constant bit rate (CBR{Mbps< B < bandwidth of the bottleneck link was set to 2 Mb/s.

2 Mbps). Video frames were generated every 40 ml;_xperiment results are presented in Fig. 2 andig.
Traffic was sent in two scenarios: When only RTP/UDP traffic source and one TCP tecaffi

. source is present in the network, bandwidth is Kyua
e Bursty traffic (BT), :
' shared between those two flows. Increasing the eurob
*  Burstless traffic (BLT). .
i TCP flows, creates a state of heavy load in thevordt As
In the case of bursty traffic, all of the packdiattare . .
. L congestion occurs and RTP packets are droppelipvisa
forming a frame, are sent around the same timejifay a .
. . . for TCP flows to occupy more bandwidth (but the mea
burst of packets. This is a typical method of segdi ) : .
: . . , amount of bandwidth occupied by single TCP flow
multimedia traffic. In case of burstless trafficurbt of - . .
. o . decrease with increasing number of TCP flows). Wiadin
packets is spread in time. Because the typical imofle .
e . . drop queue management was used and source wasgendi
CBR traffic (implemented in ns-2 simulator), dosénd .
. : bursty traffic, more TCP senders caused that mor@ R
bursts of packets, it was replaced with our own ehad
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Fig. 2. Throughput of RTP flow (dotted line) andaiadhroughput of TCP flows (solid line) as a fuonatof number of
TCP flowsN: a,b) DT experiment, c,d) RED experiment, e,f) REETN experiment, a,c,e) bursty traffic, b,d,f) biless
traffic.

packets were lost as whole bursts were droppeinm ¢f Even though RTP packet error rate increase ragitly
congestion. This resulted in lower RTP throughpatl a bigger number of TCP flows, for four TCP flows egare
allowed TCP flows to win over more of the bandwidth yet on the bounds of acceptance in case of buratfjct
case of burstless traffic source the disproporbietween For burstless traffic there can be even five T@w$l and
throughput of RTP flow and aggregated TCP flows ipacket error rate will be still on the level of aptance. In
smaller as less number of RTP packets is droppdwenWV case of RED queue management two TCP traffic source
gueue management method was changed to RED less the limit if we don’t want to exceed the linof
number of RTP packets were dropped so dispropoition accepted level of errors for multimedia traffic.
throughput of RTP flow and TCP flows is smallerrttia In the second experimentwe were changing bit rate of
case of tail drop queue management and burstyctr&fr CBR source from B = 1 Mb/s tB = 10 Mb/s. Number of
RED queue management the results were similardtr b competing TCP flows were set k= 1, and bandwidth of
bursty and burstless traffic. Results in experimenith  the bottleneck link was set to 10 Mb/s. Experimesults
RED with ECN signaling mechanism were similar tosh are presented in Fig. 4 and Fig. 5.
with RED queue management with implicit congestion Increasing the bit rate of CBR flow cause the tighqaut
notification, but more RTP packets were dropped rwheof CBR flow to increase whereas throughput of T@w$
ECN was used. constantly decreases. For burstless traffic, régssdof
Taking into consideration that multimedia traffianc queue management method, setting bit rate of CBR fl
tolerate only certain level of errors, tail dropege close to link capacity resulted in TCP starvatiGmilar
management appears to be better for multimedidictraf effect can be seen for bursty traffic when RED @ueu
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Fig. 3. Packet error rate of RTP flow (dotted lined summary packet error rate of TCP flows (Siatie]) as a function
of number of TCP flow&: a,b) DT experiment, c,d) RED experiment, e,f) REHEZN experiment, a,c,e) bursty traffic,
b,d,f) burstless traffic.

management algorithm or ECN mechanism is usedll In @rotocol. However, as we can see in Fig. 2-5,réawork,
of those cases packet error rate for RTP flow is as well dimensioned for multimedia, RTP will no lze
acceptable level for CBR traffic source sendingadaith  killing protocol for TCP. Moreover, the usage ofyarCP-
bit rate up to 9 Mb/s. The only experiment thatndid friendly protocol can be dangerous from inelastaffic
result in TCP starvation was scenario with tailpdgueue point of view, because it can damage real-timeadttar of
management algorithm and CBR source sending burghe RTP flow. Thus, in some situations, alternative
traffic. From CBR flow bit rate set to 6 Mb/s, RT#hd solutions are needed. An analysis of such solutivas
TCP flows reach a steady state where their throulglsp carried out in he first and the second simulation
maintained on constant level. Also from this pd®iIP experiment.
packet error rate start to increase and instaeteh not The second way to improve performance of competing
accepted level. TCP flows escape starvation beocghsa elastic and inelastic traffic is to use a queuiranagement
RTP packet burst is dropped by tail drop algorithitn, technique, which is more advanced than the taipdro
opens an opportunity for TCP flows to win over somé@&ypically, the RED queue is used. However, simalai
bandwidth. show, that the usage of RED queue will improve
Summarizing our experienceswe can notice, that the coexistence of different kinds of traffic only ihe elastic
problem of collapse of elastic traffic (which cortgmefor stream competes for bandwidth with one inelastieash
bandwidth with inelastic traffic) can be solved tree (the second experiment). If several elastic strezongpete
ways. The first one, and the most typical, is te ase of for bandwidth with one inelastic stream (the first
TCP-friendly transport protocols instead of the RTRxperiment), usage of the RED queue will not improut
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Fig. 4. Throughput of RTP flow (dotted line) andahghput of TCP flow (solid) as a function of targé rateB of CBR
stream: a,b) DT experiment, c,d) RED experimefft, RED&ECN experiment, a,c,e) bursty traffic, b)dtrstless traffic

worsen coexistence of two kinds of traffic. In hese of protocol. Analysis of burs control was presentedthia
the first experiment, if the tail drop queue isdiseelastic paper [7].
stream will achieve limit of acceptance (PER = 5%hgn
shares link with 4-5 elastic flows. If we use REDeqge V. CONCLUSION
Results of the first experiment are especially iMg®, sent in shared link it can result in one type affic having
because RED queuing technology is widely used {qegative effect on the other. This issue is esphgaip-to-
mitigate the problem of traffic coexistence in sftalinks.  gate since the percentage of the RTP traffic serthé
In both experiments, application of ECN signalingnternet increases.
lightly improves performance of the TCP, but, geifgr | this paper we have presented simulation resuits
traffic. _ the link with different type of traffic. Simulation
The last, but not least, way to improve performaate experiments were run using different queue manageme
elastic and inelastic traffic in shared link, asifeom the gigorithms. Simulation results show that in a nekyo
observation, that burstless traffic improves (olea@st, not \hich is well dimensioned for multimedia, RTP isit
worsens) protocols performance. This improvement ijling protocol for TCP. In such a network, we can
for both types investigated queues (RED and t@pyland  gphserve acceptable RTP transmission (both packet er
is more obvious in he case of inelastic trafficese@nted rate is smaller than an unacceptable value of 5% an
observations were used to build a new kind of meish&  ransmission meet real-time conditions), as well as
— the burst control mechanism — of the RTP trartspor
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acceptable TCP transmission. Moreover, deburstihg o
RTP traffic results in increasing of this tendency.
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